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NOTE ON ASYMPTOTIC EXPANSIONS

Jurgen Moser

§1. We consider a system oi linear differnr.tial equations which depends

on a parameter o

S A(t, { Ao(t) + e A, (t) + .. }ydt

w-en y = (y '........ y is an n-vector and A n x n matrices. If

the parameter * is considered small it is well known that the solutinn of

such a system can be described by asymptotic -- in general divergent -

sreis expansions. The expansions contain z.xcept fre pow-:" crf . with

rational exponents exponential terms of the form

x(t, ) 1

whore x(t, *) is a polynomial in e , q being a positive integer. This

theory has a vast literature for which we refer tfQ the paper of H. L. Turritin

[1.'. While ln many exposition.3 of tzla subiect strong assumptions on the

eigenvaluas of A*(t) (u.g. 9. bo distinct and difforont from zero) limit

t.e generality considerably, It is the aim of Turritin's paper to give a

ihnory JOi fiill generality (exclud"ing tutnin-g poinits). This, leads, On the

other hand, to many involved matrix calculations and the reduction is

rather complicated. The main difficulty seems to stem from nilpotent

matfices Ao(t).

In this no)te we studi a question which Is related to the presence

of nilpotent matrices A0(t) and which aims at the description of the prin-

cipal part of the-ecponretials X(t, a) (4-e-. the terms of highest Order in

-1 .It is known that in case the eigenvalues of A0 (t) are distinct and



different from zero that
dx
_- = X. (t)# +
dt v

wherc the X are the elgenvaluos of A/(t) It is surprising that k.
V V

whirh arp tnvurantq iinrlpr aimi Arltu tra!,' zfnrrnt•lnnc Play a rule ina the

asymptotic: expansion and, therefore, shoulu be invariant under coordinate

transformations

(2) y T(t, Oz

Such -a transformation maps (1) Into

dzdz - B(t, f)z
dt

where

(3) 2 -- T AT - T T

This equation (3) deflnes anx equivalence between A and B which

differs from a similarity transformation. It is our aim to characterize

the prtncipal part of j(t, e) invsri.hntly under (Z)

In (2) wn 2drAit Power sorifis N ( I 1 , Z , .. ) sothat

B= G {Bo + .. }

is a series in fractional powers of . Thu rational number m will be

called the order of B . It is our alm t- minimize the order m under

transformations (2) and we define

Mi m (if positive otherwise ji 0)
B -- A

as the minimal values of m . That this minimum Is attained will be

shown by a construction which allows its computation.

A matrix B is called mInimal If m I . it will be shown that for



-3- # 104

p> 0 B is minimal if, and only if

f(; x, 6) •- det {Xl - go) • n

and that this p6iynornlal f(X, x, a) It Invariant under the equivalence (3)

This rvsult can be lutorpreted in the following way: The equivalence (3)

deviatos frori a simillerlty and, In fact, the odditlozlal term T T might

introduce termni of hhiher order than were present in A . if, howuvcr,

A ia minimal, then theso terms die necesnarily rillpotent. Cinversely, if

the hIghust order terms in A are nllpotent, then they can be removed and

p diminIshed.

We discuss a trivial example: The matrix

A(t..) = -P( -

Is nilpitfitni, L. all elgenvrluen zero. This does o-AL Imply ihat the

asymptotlc expenston is free from exponential tormsn (1. P. X 0) and, in

fact, one finds a soQ tintk

2
Y= exp(- ) , : (ti F 1) exp (*.

........ that 2 w1a6ij ua01 be easily obtained by the method to be

dlicussed.

The following consideratIons aiv) FlgL'bralu in nature and, therefore,

all series can be considerud converge,,,. This rosult can be used in a

gonoral theory of asymptotic expansions which will not be done here, since

a treatmeunt of this kind can be found in Hukuhara's paper [2] *

* 1 am grateful to Professor Slbvya for this reference.
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§2 Necessary and sufficient conditions; for minimal B

To simplify the following considerations, we assume di elli.eonts

of the matrices A (t) to be meromorphic lunetions of t * The complex

variable ranges over a fixed domain D .

We denote by FO q the space of funct.'ons

f(t, c) Q(t) 1  t

wheCe f , Q(t) are analytic in ?) and the series convergi-s in 1e1efo

t (- D . Thu:e functions form a ring. and quoudtits of such functions will

have -ho form

0 'v~-I'o

q -q

hit in F0 q Iq define the spaces , M" respectl,.-1!/. )'het unlun

(J al1 M q f,,r -I , Z , .. will be denotod by M .

The imp,'rtaint jroperty of F 14i; that additiop, subtractio,, divlsi:n.i

and dlffeerratijti'n dues; not huad out of F

Arnatrix T (-7 M-0 i.e.

V (
T T , 1

V ý-

is cr-1lo..d a unit if T- also lies In M . This is the cas" If, and only
0

if,

det T 0 (t);/O in D

* Under this assumption It Is not necessary to shrink the t-domain which

is usually done in order to avoid that olgenvaluos cross each other.
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Lemma 1: If det T I 0 is an element of M q then It can e written In

the form

(4) T = P(to ) c= Q(t, )

where P , Q are units in M (i.e. det PaA 0 , det QOa•) 0 nd

, = diag (t a , az , (C a<, ... <a)

and qa are integers.

SWithout loss of generalit, - crin assume q = I ; otherwine

let 71 = I

The matrix Q will be built up from "elementary matrJces" consist-

Ing of permutation matrices (Independent of t, () whose determinant is

*1 and matrices which differ from the unit matrix in one off diagonal ele-

ment. All these matrices as well as their pi-oduct are units, since theii

determinant Is *

Now determino a, as the greatest Integer, such that & T is a

power series In i , i.e. i'a=T (- M'. Thus the constant term in

.- l T is non-zero. Applyig a permutation matrix Q , we can achieve

that

Tj ý cL(Ss, s, ...sS)

where s = s (t, t) are column vectors containing no negative powersV' I

of f and qso,)ýO0 .

Now choose a, as the maximal integer such Th.et
€ o~z rz a.rn

TQ = (fa ir , # a a a r ., , ... , c a r

where Q is any product of elementary matrices and r are column vec-

tors. Obviously, ca > al . After having defined a , - 1. l we
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maximize a under all product- of elementary matr.ces Q such that
(_1 0 a• a

(5) T'• = (f~, ..... P1 O P1-, I l "I Pi+l "" p Pn)

1
and the elements of .hese column vectors belong to F0

,,e existece of such a maximal a, follows from the assumption

dot T = c(t) Y + ... C(it) 4 0

y gives an upper bound for a since

a, + 02 +... -•1 '1 + (n- + 1) a• 1 y

One proves by induction that the rank of the matrix

(P I t,0) , ....- , P n t,O0))

over the meromorphic functions is at least I . Otherwise one can

achieve by an clemnntary matrix that pv*,(., O) - 0 for some v* <I

which means that a can be enlarged. Thus foi .' = n one has

TQ = (pj , .. .... p ) ( C P(t, 1) e

det P(t, O) 3 0

-1
Observe that with Q also Q Is an elementary matrix, hence a unit.

This proves the Lemma.

Remark: The above representation Is not unique but it is easily seen that

the a are unique.

Theorem 1: Let TA A {Ao(t)+.... +
(6,) tB = E- {Bo(t) .... }

be two matrices in M which are equivalent, i.e. related by ( 3 j with a

TC- M p p is assumed to be a positive rational number.
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Then

dot (XI - Aa (t)) = det (0 - BO (t)
I

Proof: Aasume A contains integer powers of e and B in i then

define Il by

q, q2

so that A , B contain only integer powers of YI' Let T be the trans-

formation relating A and B by (3) Represent T In the form (5)

T = a

and lot

:-I' -lAX -A P-P P-1

QB O- 1 + Q-

then A Is equivalent to A and B equivalent to B Moreover, since

-1 -1
P , Q are units. P , QQ Ire power sr-ries and so are the term.'

P- • ind Q Q-I Since p ., (i it follows that
E -p -1I

A , O Ao Po ... )

B 4 pQo B0 Q- +1..

and

4/dut xl -A dut (U -A,,)
(7)

dot (XI - BO) z det (Xl- B.-

Finally.A , B are related by the similarity transformation

from which it follows that the first determinant in (7)

dot (XI -A) - dot(Xi-Al)
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agrees with the second, which proves the Theorem 1

Definition: A matrix

A = ,'p{A0 +...} M ; p>0

is called minimal, if for each T C M

B = T- AT- IT {Bo +

one has

mLp > 0

Otherwise B is called not minimal, for p > 0 . For p> 0 A is defined to

be minimal unconditionally.

Consocuence of Theorem 1: If A is not minimal, then A0 is nilpotent.

Proof: Since A is not minimal, there is a T C- M such that

-1 -1•
B = T AT-T T

-1
does not contain torms of order > m in a ,I i.e. in (6) one has

B0 s 0 . Hence by the Theorem 1

det (Xd- Ac) = det (XI - 0) n

which expresses that A0 is nilpotent.

Thoorom Z: Every matrix

A = ,-P {A.(t)... C M

is equivalent to a minimal matrix B

Proof: This theorem requires a construction and guarantees the existence

of a minimal value js of m . We make use of a procedure which has

been used by Hukuhara f2] in a similar connection. The use of Theorem !

will simplify Hukuhara's Lemma.
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It is well known that each component of y satisfies a single dif-

ferential equation of order 4 n , to construct such a differential equation

for, aay, y1 , we se,

Zi = yi

Z2=-ý =di a V(t, y
z =dt = L

and express Y1 , yz in terms cf zi , z if a 2 0 U . If a V 0 for

some v* > I ,enumber y , . , y"I to reduce this to the previous cose.

If aj i 0 for v = Z,..., n, z, = dt I I y whichrep.rs!nts

the desired differontial equation. Otherwise let

dZ3  = ý' jVvd3 ;U dt I V

which is a lineer combination of yj , Yz ' yYn and hence a lineir

combination of zi , zz, Y , ' Yn If the coefficients of YJ ,

• ""P Yn are n:)t all zero, we can assume by ronumbering that the c,,ufficient

of y3 is not identically zero, which allows to express Yi , YZ , Y3 In

terms of Zj z , Z , z , "" Z Yn

This process of elimination can be continued until z is a linear
dt

combination of z, , . z If r = n , one oitains for z a system

z Bz

whei e

0 10 0

1(8) B =

b A, J
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If, however, r < n one can continue the same procedure by defining

ZT+i YT+I

introducing
dz

zr - dt

and eliminating the further y. for Y > -r . This leads to a system

z B(tI z

where

B1 1  0 0

B2 1  2 1~
(9) 1 -

0

B1c B

IH0O' the B (v F1..-..) are Squure matrices of the type (8)

while thu B (v 'I coewln nonz(ero (Aclent!; only in the last coluimn.

The vdriahlen( y! and z are related by linuar uquatlorn, the

coefficients of which are obtained i'rum thosei A by sddHtn, multlplictioii,

rlvioson dnd differcntiatlor, hetiu belong to tIq It A (: M'. Since the

relation is invertibli, we have

y Tz

with

(10) T- Mq ; det T* 0

1.e. A and B are equivalent.

It Is easily shown that D can be transformed into a minimal matrix

by a diagonal matrix of the form

SE (CYl O . 'n) .



104 -11-

First, one can easily achieve that B for v > ii does not containviF

negative powers of ( by a transformation

(IE) = diag (E-lI , Ez , . , E

where the E are square matrices (corresponding to the block representa-

tion (9) of B) and

E 1
V-1

The matrix E B E Is obtained from B by replacing B by B
v• 4 V

Choosing for I", an appropriate increasing sequence, one can achleve- that

q
B (- M

If in (9) no B contains negative powers of * , then B (-s M

and B is minimal by definition. Otherwise, if B , which Is of the

form (8) , cor tains negative powers of i , determine the smallest

rational number y zi;ich that
"yv z

b, , b, "" b (V

contain no n(-rjatlve2 powers of t Thus at !,ýaSt on(. of thus(e terms dors

not v.intsh f:or c = 0 tBy d|etniti, v y 0 Is a rational number. Let

V :Max Y"

and apply the transf.-Jrmatjon with

Eia (I -Y -- Y(T- 1)Sinceiag(, E ..... , )

vv

Since
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E B E 4-Y

C Cj

with c T bl

S b eii

and at least one of them does not vanish at 1 0 Since the character-

istic polynomial of ef . EVVB V V Z X - .... - C It tis

not identically X for e = 0 and for some v Thus we obtain

E£-I BE = {' +..

when

dot (XI -Co) t n

-1
which proves that P1 B E is minimal. From theorem 1, It follows that

y > p . This proves thoorem Z .

Definition: For a given mat-'x A let

B = -- m {Bu +

be an equivalent minimal one. Then define

(IA) = m If m>0
o0 if m< .

The number •I has by definition an Invariant meaning. In fact, it

is the minimal order of matrices which are equivalent to A . As a conse-

quence of the proof of theorem 2, we show
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Theorem 3: for a given (not necessarily minimal) matrix A C ,A E :jne Cdn

compute ý. = ýL(A) by transforming It into the form (9) by a transforma-

tion T C- Mq and determining the smallest m > 0 such that
m

Idet (.1-,_ 1} BI .XA

Then m

Proof: Since

C Z- B E +

is minimal it follows that

)n adet (xi-CO) = det (XI- IýL) 1 0

which implies m = i .

Theorem I implies that the characteristic polynomial of a minimal

matrix is independent of the representation if • > 0 , which proves the

invariance of the nonzero elgenvalues of a minimal matrix under equiva-

lence.

It is easily verified that these nonzero eigenvalues agree with

-4 -dx where X was defined in the introduction. if i = 0dt[ I = 0

the eigenvalues do not play any role, in fect, in that case A is equiva-

lent to B - 0 . To prove this statement let

d = Ay
dt

where A E Mq does not contain negative powers of t It is known

that in this case the matrix solution of

d
t Y = AY; Y = I for a = 0

belongs to M , and is a unit, since detY0 = 1
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If one makes the transformation

T =Y

y = Tz = Yz

every solution Y goes over into a vector z which is independent of

namely

Ay = - Yz + Yi = AYz + Y!

hence

z= 0

which proves the statement

§3 We mention without proof that one can obtain the principal part of

those cxponentials y, which start with terms of lower order than-}

by refining the above method. Instead of minimizing the order of A

as defined above, one can minimize a 'matrix order' or order which is

defined as follows: Assuming for simplicity dot A * 0 we can represent

A by the previous Lemma as

-m
P' Q

where m z diag (mi , m2 , n ) m,> mz > .... _> mn Ordering

m lexicographically, i.e.

m > If M = < K<
V |

and m > iý
K K

one can find -ondit•ons on .. inimal matrix in which lead to a description

the principal parts of the other exponentials.
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